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The objective of this experimental investigation was to determine the geometric simulation fidelity required to

accurately model the aerodynamics of a horn-ice accretion in a wind tunnel. A casting and a 2-D smooth simulation

with variable horn geometry were constructed to model a horn-ice accretion on a NACA 0012 airfoil. Several

simulations of differingfidelity, including a casting,were constructed tomodel a horn-ice accretion onaNACA23012

airfoil. Aerodynamic testingwas performed in theUniversity of Illinois 3 � 4 ftwind tunnel at aReynolds number of

1:8 � 106 and a Mach number of 0.18. Minor changes to the upper-horn geometry of the NACA 0012 2-D smooth

simulation were found to have notable impacts on drag and maximum lift. Therefore, spanwise variations in the ice

accretion geometry must be carefully examined so that an appropriate cross section can be chosen from which to

generate a tracing for a 2-D simulation. Such a 2-D smooth simulation, as was constructed for the NACA 23012

airfoil, can model maximum lift to within 1% of that of the casting. This type of simulation can also provide an

estimate of drag that is within the uncertainty of the casting due to spanwise variation, although it does not reproduce

three dimensionality in the iced-airfoil flowfield.

Nomenclature

Cd = drag coefficient
Cd;min = minimum drag coefficient
Cl = lift coefficient
Cl;max = maximum lift coefficient
Cm = quarter-chord pitching-moment coefficient
Cp = pressure coefficient
c = airfoil chord length
k = feature height
M = freestream Mach number
Re = freestream Reynolds number, based on the airfoil

chord length
s = airfoil model coordinate along the surface length
x = coordinate in the airfoil model chordwise direction
� = airfoil angle of attack
� = ice-shape horn angle with respect to the chord line

Introduction

T O PROMOTE safety and reliability of operations, aircraft are
certified for flight into icing conditions. Manufacturers can

achieve this certification in part by demonstrating that their aircraft
can fly safely after an ice accretion has formed. This is difficult to do
in flight tests using a natural ice accretion, as it is hard to find a large
uniform icing cloud with the desired conditions. Therefore,
simulations are often used to represent the ice accretion
aerodynamically in a wind tunnel. These simulations can have a
very high fidelity, capturing all of the three dimensionality and
roughness of the actual ice accretion, or they can be of lower fidelity,

representing only the main features of the ice accretion using simple
geometric (SG) shapes such as triangles or rectangles. High-fidelity
simulations are expensive and time consuming to produce, so it is
often necessary to use lower-fidelity simulations. This paper
investigates the use of simulations of varying fidelity to determine
the aerodynamics of a horn-ice accretion and makes recommenda-
tions as to the fidelity required to accurately assess horn-ice accretion
effects. This work was conducted as part of a research program
described by Bragg et al. [1] which considers three other types of ice
accretions in addition to the horn ice presented here.

Horn-ice accretions typically form at temperatures just below
freezing when water droplets impinge on the airfoil, form a wet
surface, and later freeze. These droplets eventually coalesce into a
protrusion referred to as a horn. A horn may form on only the upper
surface or on both the upper and lower surfaces, depending on the
icing conditions. The horn itself has a rough and irregular surface.
Behind it is often a region of highly three-dimensional ice feathers
and nodules.

Bragg et al. [2] have identified the key aerodynamic characteristics
of a horn-ice accretion. The sharp tip of the horn introduces a severe
adverse pressure gradient, causing the boundary layer to separate.
The shear layer between the separated flow behind the horn and the
inviscid flow over the top of the horn eventually becomes turbulent,
reenergizing the low-momentum separated flow and promoting
reattachment. As the airfoil angle of attack increases, the
reattachment location moves farther downstream on the airfoil
surface. At some angle of attack, it moves off the surface of the
airfoil, and the airfoil becomes completely stalled. The separation
bubble, similar to the long bubble described by Tani [3], dominates
the airfoil aerodynamics, with larger bubbles causing greater
penalties to lift and drag. The size of the separation bubble on a given
airfoil at a given angle of attack is determined by the main geometric
characteristics of the horn, such as horn height (k=c), horn location
(s=c), horn angle (�), and sometimes horn tip radius (r=c). Horn-ice
accretions generally cause a severe reduction of Cl;max and an
increase inCd. They increase the dependence ofCm on �, hasten the
break in Cm, and induce thin-airfoil stall as characterized by
McCullough and Gault [4].

Two common types of ice accretion simulations for use in wind
tunnels are castings and 2-D smooth simulations. Castings capture
nearly all of the three dimensionality and detail of the ice accretion
and are generally considered a simulation that can produce the true
aerodynamics of the accretion. The casting used in this study was
created from a mold of an ice accretion generated in an icing wind
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tunnel using the techniques described by Addy et al. [5]. A 2-D
smooth simulation is made by tracing either the ice accretion or a
casting of the ice accretion. This tracing, which is sometimes
smoothed, is extruded to form a constant cross-section simulation
with horn geometry representative of the accretion at the
corresponding spanwise station.

Several studies have been conducted comparing the aerodynamic
performance of a casting and a 2-D smooth simulation of the same ice
accretion. Gurbacki and Bragg [6] compared a casting of a horn-ice
accretion on a NACA 0012 to a 2-D smooth simulation of the same
accretion. It was found that the casting had a higher Cl;max and a
shorter separation bubble than the 2-D smooth simulation. However,
other tests comparing a casting to a 2-D smooth simulation have had
different results. Addy and Chung [7] investigated a horn-ice shape
on an NLF-0414 airfoil and found that the 2-D smooth simulation
had a higherClmax than the casting. In another comparison between a
casting and a 2-D smooth horn-ice simulation performed by Addy
et al. [8] on an airfoil similar to the GLC-305, both simulations had
the same penalty to Clmax.

All of the 2-D smooth simulations in these studies were fabricated
based on a tracing of the ice accretion. When spanwise variation is
present on the accretion, the location of the tracing may become
important. If the horn simulation has an unrepresentative angle,
surface location, radius, or height, then it could yield a different
aerodynamic penalty. The differences seen in the studies just
mentioned could be a result of the tracing location. Because the 2-D
model was extruded directly from smoothed versions of the tracing,
the 2-D simulation of the casting has slightly different geometric
parameters than the casting. It is important to note that the measured
differences in critical performanceparameters, suchasCl;max, between
2-D and 3-D ice simulations is usuallymuch less than the degradation
from the clean case. Nonetheless, it is important for a comprehensive
simulation study to understand why these differences exist.

The aerodynamic effects of parametrically varying the ice-horn
geometry have been investigated in several studies, but these studies
examined only large variations in horn height. Kim and Bragg [9]
used an NLF-0414 airfoil to simulate three horn heights at various
surface locations and with different tip radii. The smallest horn had a
height k=c� 0:0222with the taller horns being double and triple this
height. Broeren et al. [10] performed a similar test on NACA 23012
and 3415 airfoils. Additionally, Papadakis et al. [11] simulated a
horn with height k=c� 0:0625 at several surface locations on a
NACA 0011. A horn double this size (k=c� 0:125) was then tested
at the same locations. In all of these tests, horn height was found to be
a significant factor in determining the penalty to Cl;max. However,
these studies were intended to evaluate the aerodynamic penalties of
various ice shapes. They were not intended to determine the effect of
small variations in horn height that could result from differences in
quantifying the geometry of a particular ice shape from a tracing.

Several types of simulations other than castings and 2-D smooth
simulations may also be used to model the aerodynamics of an ice
accretion. Two-dimensional simple geometric simulations are of a
lower fidelity than 2-D smooth simulations and are even easier to
construct. These simulations are generated by using simple
geometric shapes, such as triangles or rectangles, which imitate the
main features of the ice accretion. As with 2-D smooth simulations,
2-D simple geometric simulations do not capture any of the spanwise
variation present in the original ice accretion. However, they can be
manufactured even more quickly and inexpensively. This makes
them ideal for use in parametric studies, such as those of Kim and
Bragg [9], Papadakis et al. [11], and Lee [12]. Other types of
simulations include 2-D smooth or simple geometric simulations
with either nonperiodic or periodic spanwise variation. These
simulations represent in part the spanwise variation of the basic
geometric features of the ice accretion, but do not model the highly
three-dimensional features such as ice feathers or nodules.
Additionally, surface roughness may be added to change the fidelity
of any of these simulations.

The effect of surface roughness on a horn-ice simulation is
unclear. In one fluorescent oil-flow visualization study [13], it was
found that adding roughness to a 2-D smooth ice shape caused the

separation bubble reattachment zone to move approximately 5–10%
farther upstream and generated three-dimensional flow features
similar to those seen on the casting. No performance data were taken
in this study, so the effect of the roughness elements onCl;max was not
determined. Another study by Addy et al. [8] found that the addition
of 30-grit roughness had no effect on the airfoil Cl;max and only a
minor effect on Cd. The authors cautioned that different methods of
applying roughnessmay yield varying results. For example, there are
no standardized methods for determining the appropriate roughness
size and concentration, and there are different interpretations of what
type of roughness will provide the best representation of an ice
accretion.

The objective of the current experimental study was to determine
the level of geometric simulation detail required to aerodynamically
represent a horn-ice accretion in a wind tunnel. Two castings were
created from ice accreted on NACA 0012 and NACA 23012 airfoils
in icingwind tunnels. TheNACA0012 castingwas used to construct
a 2-D smooth simulation with removable horns of varying geometry
for testing on a NACA 0012 airfoil. This simulation was used to
quantify the sensitivity of small changes in ice-horn geometry on
airfoil performance so that the effect of making tracings at different
spanwise stations could be determined. Using this information, the
NACA 23012 casting was traced and a set of 2-D simulations and
3-D simple geometric simulations of varyingfidelitywas constructed
for testing on a NACA 23012 airfoil. The aerodynamic performance
of these NACA 23012 simulations was then compared to that of the
NACA 23012 casting. All aerodynamic testing was performed in the
University of Illinois 3 � 4 ft wind tunnel at Re� 1:8 � 106 and
M� 0:18 on 18-in. chord airfoil models.

Experimental Methods

The aerodynamic testing in this study was conducted in the
University of Illinois subsonic, low-turbulence, open-return wind
tunnel, which had a test section measuring 2.8 ft high, 4 ft wide, and
8 ft long. Two airfoil models were used: a NACA 0012 and a
NACA 23012. Both models had a chord of 18 in., a span of
33.563 in., and a removable leading edge to facilitate simple
installation of ice accretion simulations. With the ice simulations
installed, the NACA 23012 had a primary row of 73 taps located at
51% span and the NACA 0012 had a primary row of 61 taps at a 15-
deg angle relative to the model centerline (beginning at midspan).
The wind-tunnel and airfoil models are described in more detail by
Busch [14].

All testing was conducted at Re� 1:8 � 106 andM� 0:18. Lift
and pitching-moment coefficient data were calculated by integrating
airfoil surface pressures measured by an electronically scanned
pressure system. Using standard momentum-deficit methods, the
drag coefficient was computed from total pressure measurements
collected by a traversable wake rake, shown installed behind the
airfoil model in Fig. 1. For some of the ice simulations, there was
significant variation in Cd when measured at different spanwise
stations, especially at low angles of attack. This variation introduced
additional uncertainty when making Cd comparisons, and was
accounted for by measuring Cd at several spanwise stations for
selected simulations. Although these measurements were taken into
consideration and are discussed in the results, they are not directly
presented in this paper. All Cd values reported here were measured
with the wake rake located at a single spanwise station of 3.63 in.
above the primary row of pressure taps. All data reported here were
corrected forwind-tunnelwall effects using themethods ofAllen and
Vincenti [15] and Rae and Pope [16]. Busch [14] and Blumenthal
[17] describe the experimental setup in more detail. Experimental
uncertainties were calculated using the methods of Kline and
McClintock [18] and Coleman and Steele [19], and a summary of
these uncertainties is given in Table 1. Although the relative
uncertainty of Cm appears to be large because the reference value is
small, the absolute uncertainty is reasonable.

Fluorescent oil-flow visualization studies were also performed on
selected simulations. For these studies, the airfoil model was coated
with fluorescent oil that responded to the surface shear stress.
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Regions of high shear causedmore oil movement than regions of low
shear, so these regions do not appear to be as bright as the low shear
stress regions. Using this technique, the flowfield was examined to
identify time-averaged separation bubble reattachment zones as well
as regions of separation and reverse flow. The center of the time-
averaged separation bubble reattachment zone could be estimated to
within x=c��0:02 using this method.

NACA 0012 Ice Simulations

Both a casting and 2-D smooth geometries were tested on a
NACA 0012 airfoil. The casting was produced from amold of an ice
accretion on an 18-in. chord NACA 0012 model in a separate icing
test [6], the conditions of which are given in Table 2. The castingwas
traced to generate a 2-D smooth simulation, but the selection of
spanwise stations at which the tracing could be made was
substantially limited because the original casting was only 12 in.
long. Duplicates had to be constructed and placed next to each other
to fill the span of the model, and the end-to-end alignment of these
duplicates depended on the spanwise station at which the tracing was
made. Therefore, the location which seemed to both represent the
overall horn geometry and provide duplicate casting alignment was
chosen. The casting was instrumented with a pressure slice, which
has been shown to yield accurate pressure measurements [17].

The tracing of the casting (identical to that of the tall upper-horn
simulation in Fig. 2) was smoothed using 50% control points in
SmaggIce [20] and extruded to generate a 2-D smooth simulation.
This simulationwas designed so that the upper and lower horns could
be detached individually and replaced by a horn of a different size or
shape. Pressure taps were installed in each of the horns as well as the
base simulation; the locations of these taps are shown in Fig. 2.

Four different upper-horn geometries were tested, referred to as
the tall, medium, short, and sharp upper-horn geometries (Fig. 2).
The tall upper horn represents the horn geometry that matched the
pressure slice of the casting, and was made from a tracing taken at a
high point on the casting. The short upper horn represents the horn
geometry that would result from a tracing made at a low point on the

casting. The medium upper horn was chosen to be approximately
midway between the tall and short upper horns. The sharp upper horn
has the same height as the tall upper horn but a smaller tip radius,
reflecting locations on the casting where the horn was sharper than
the spanwise station at which the tracing was made. Three lower-
horn geometries were also tested while the upper-horn geometry was
held constant (using the tall upper horn). These three lower-horn
geometries were designed the same way as the upper-horn
geometries.

NACA 23012 Ice Simulations

The NACA 23012 ice simulations were based on horn-ice
accreted in the NASA Glenn Icing Research Tunnel. The conditions
under which the ice was accreted are given in Table 3 and are derived
from those that a full-scale commercial turboprop aircraft with an
airfoil similar to a NACA 23012 might experience during cruise
flight. Anderson showed constant Weber number scaling to be an
effectivemethod of scaling ice shapes [21], and amodified version of
this method was used in the current study. The velocity was kept
constant between the full-scale and the subscale cases, which has
been shown to have little effect on the accretion geometry [22,23],
and the median volumetric diameter of the water droplets was
adjusted such that it was within the range that could be produced by
the icing tunnel. Blumenthal [17] describes in more detail the testing
that yielded the NACA 23012 horn-ice accretion investigated in this
paper.

Several different simulations of varying fidelities were used to
model the aerodynamics of this accretion. The highest-fidelity
simulation was a casting (Fig. 3a), which captures the three
dimensionality of the original ice accretion and is the most
representative simulation. The other simulations investigated were
manufactured using rapid prototyping techniques.One of thesewas a
simple geometric simulation with nonperiodic spanwise variation of
the upper- and lower-horn height and angle. This simulation was
designed from measurements of the upper- and lower-horn height
and angle on the casting. These parameters were measured every
0.1 in. along the 11.2-in. span of the casting. The nonperiodic simple
geometric simulation used rectangles whose size and orientation
varied every 0.1 in. along the span of the simulation to simulate a
hornwith a height and angle representative of the horn on the casting.
This simulation is shown in Fig. 3b.

Other types of simulations tested were simple geometric
simulations with uniform periodic variation of the horn height only.
A statistical analysis was performed on the spanwise measurements
discussed above to determine the average and rms horn height and
angle. The average horn height was k=c� 0:047 for the upper horn
and k=c� 0:032 for the lower horn. The rms horn height was
k=c� 0:0032 and k=c� 0:0028 for the upper and lower horns,
respectively. A 4096-point fast Fourier transform analysis was also
performed on the spanwisemeasurements, and itwas determined that
the dominant period was 1.6 in. Two simulations with uniform
periodic variations were then made, one with a period of 1.6 in.
(Fig. 3c) and one with a period of 0.8 in. The amplitude of the height
variations for both of these simulations was 1 standard deviation.

The remaining simulations had a constant cross section. One of
these simulations, a 2-D smooth simulation, was generated by
making a tracing of the casting at the spanwise station at which the
taps were located and extruding it over the span of the model
(Fig. 3d). This spanwise station was carefully selected to ensure that
it was representative of the overall ice accretion geometry. The final

Fig. 1 Traversable wake rake installed behind the NACA 23012 airfoil

model.

Table 1 Sample uncertainties based on clean NACA 23012 airfoil data at �� 4 deg and Re� 1:8 � 106

Parameter Reference value Absolute uncertainty Relative uncertainty, %

� 4.13 �0:02 deg �0:48
Cl 0.556 �0:000862 �0:16
Cd 0.0071 �0:000136 �1:91
Cm �0:0015 �0:000269 �17:38
Cp �0:962 �0:00448 �0:47
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simulationwas created by emulating the horn using simple geometric
shapes (rectangles). The cross sections and pressure tap locations for
these two simulations are shown in Fig. 4. Because the span of each
of the simulations was only 11.2 in. and the airfoil model was
33.6 in., three identical simulations of each type were constructed
and placed end to end to form a 33.6-in. long ice shape.

Finally, roughness elements of various sizes were added to each of
the simulations (except the casting) to model the roughness of the ice
accretion. Two different types of roughness elements were used: 14
grit silicon carbide and size 35=40 glass microbeads. Based on
measurements of individual particles, these roughness elements had
heights of k=c� 0:0033 and k=c� 0:0009, respectively. The k=c�
0:0033 roughness elements were irregularly shaped and jagged,
whereas the k=c� 0:0009 roughness elements were spherical. The
k=c� 0:0033 roughness was applied at a 50% concentration and the
k=c� 0:0009 roughness was applied at an 80% concentration. The
addition of these roughness elements added a small-scale three
dimensionality to each of the simulations.

Results and Discussion

Effects of Horn Geometry

The effects of the horn-ice simulations on the NACA 0012 airfoil
performance are summarized in Fig. 5. The casting caused the
NACA 0012 airfoil to exhibit thin-airfoil stall and decreased Cl;max

by 58% to 0.56 (Fig. 5a). In this paper, the � at which Cl;max is
achieved is reported as �stall. This occurred at �� 7:1 deg. The
horn-ice casting also increased the dependence of Cm on �
considerably and caused Cd;min to increase by 355% to 0.0297
(Fig. 5b).

The variations in the upper-horn height and radius considerably
affected Cl;max,Cm, andCd. The 2-D smooth simulation with the tall
upper horn (and the medium lower horn) had the Cl;max that was
closest to that of the casting, differing by only 2%. The Cl;max

increased by 6% (relative to the casting) for the medium upper horn
and by 11% for the short upper horn.Also, airfoil stall was delayed by
1 deg for these two horns.

Decreasing the upper-surface horn tip radius also affected Cl;max,
decreasing it by 8% and causing stall to occur at least 1 deg earlier
than the casting. This contrasts with an earlier parametric study using
simple geometric shapes on an NLF-0414 in which changes in the
upper-surface horn tip radius affectedCl;max by less than 2% [24]. On
the NLF-0414, the horn had a height of k=c� 0:022 at a location of
s=c� 0:017. The horn tip radius was varied from 1.10 to 0%,
whereas the tip radius of this study’s horn on the NACA 0012 was
varied from 0.39 to 0.11%.Amuch smaller change in tip radius had a
larger effect on theCl;max of theNACA0012. This suggests that some
airfoil and ice-shape geometries may be more sensitive to horn tip
radius than are others.

Changes in the height and tip radius of the upper horn also caused
substantial changes inCd (Fig. 5b). The tall upper-surface horn had a
Cd;min 17% below that of the casting at �� 0:0 deg. The higher Cd
of the casting around�� 0 degwas at least in part caused by surface
roughness, as was confirmed by the addition of roughness elements
to the tall upper-surface horn simulation (see Blumenthal et al. [25]
for details). As � increased, the effect of the large separation bubble
behind the horn became larger relative to the effect of the surface
roughness, so Cd of the two simulations converged.

Table 2 Icing conditions for NACA 0012 horn-ice accretion

Icing conditions—run 281 horn ice on NACA 0012 airfoil

Velocity, kt 175
�, deg 4.0

Median volumetric diameter, �m 20
Liquid water content, g=m3 0.55

Tt,
�F/�C 27:5= � 2:5

Exposure time, min 3.5

Fig. 2 Parametric variation of horn geometries tested on the

NACA 0012 airfoil. The black circles indicate pressure tap locations.

Table 3 Icing conditions for NACA 23012 horn-ice accretion

Icing conditions—run EDO735 horn ice on NACA 23012 Airfoil

Velocity, kt 200
�, deg 2.0

MVD, �m 15.4
LWC, g=m3 0.75
Tt,
�F/�C 28:0=� 2:2

Exposure time, min 5.0

Fig. 3 Simulations of NACA 23012 horn-ice accretion: a) casting,

b) simple geometric with nonperiodic spanwise variation, c) simple
geometric with periodic spanwise variation, and d) 2-D smooth

simulations. Each simulation can be mounted on a removable leading

edge on the airfoil model.
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For the medium and short upper-surface horn simulations, Cd
tended to decrease with decreasing horn height at all angles of attack.
The sharp upper horn had a Cd;min � 0:0260 at �� 0:0 deg,
approximately 13% lower than Cd of the casting. As the angle of

attack increased, the difference in drag between each of the 2-D
simulations becamemore pronounced. This was likely caused by the
larger differences in separation bubble length due to the different
horn geometries at higher angles of attack.

The results for the degradation inCl;max agree with an earlier study
byBroeren et al. [10] onNACA23012, NACA3415, andNLF-0414
airfoils, providing evidence that the aboveCl;max trends of the current
study are reasonable. In that study, the horn height, tip radius, and
location were each varied parametrically using simple geometric
simulations. Both the NACA 0012 and NACA 23012 data from the
current study are superimposed on the data from the previous study in
Fig. 6 (in the current study, the horn was located at s=c� 0:020 on
the NACA 0012 and s=c� 0:012 on the NACA 23012; in the
previous study, it was located at s=c� 0:017 for each airfoil). The
NACA 23012 horn-ice simulation in this study caused a smaller
aerodynamic penalty than the simulation of Broeren et al. [10]
because the horn was located closer to the leading edge. Kim and
Bragg [9] showed that Cl;max tends to decrease as s=c increases for a
horn of a given height. With this consideration, the differences in
Cl;max due to changes in horn height were consistent between the two
studies for the NACA 0012 and NACA 23012; the penalty to these
airfoils was likely similar because they both derive their lift mainly
from a large suction peak near their leading edges. The NACA 3415
and NLF-0414 were less affected by the ice shape because they are
more uniformly loaded [10].

The pressure distributions around the airfoil for each of the upper
horns at �� 4:1 deg are shown in Fig. 7. For each simulation, the
pressure distribution shows a pressure plateau beginning behind the
tip of the horn, indicative of a separation bubble. At �� 4:1 deg,
this plateau is followed by a steep pressure recovery resulting from
the increase in flow momentum near the airfoil surface due to shear-
layer transition. Because no flow visualization was conducted on the
NACA 0012 ice simulations, the pressure distributions were used to
qualitatively compare the separation bubble reattachment location of
each simulation. The intersection of the clean and iced-airfoil
pressure distributions downstream of the pressure plateau is the
approximate reattachment location [26], although recent studies
have shown reattachment may occur several percent chord beyond
this intersection [14,17,27].

The differences in lift and pitching moment seen in Fig. 5 can be
explained by the relative sizes of the separation bubble downstream
of each of the horn simulations. Because the separation bubble grows
with increasing angle of attack at approximately the same rate for
each simulation and thin-airfoil stall occurs when the separation
bubble reattachment zone moves off the airfoil trailing edge,
simulations with larger separation bubbles will stall at a lower � than
those with smaller separation bubbles. The short upper-horn
simulation resulted in the smallest separation bubble and therefore
the highest Cl;max. The sharp upper-horn simulation had the largest

Fig. 4 Cross sections of the 2-D smooth and simple geometric

simulations of the NACA 23012 horn-ice accretion.

Fig. 5 Comparison of a) Cl , Cm, and b) Cd for the various upper-horn

geometries on the NACA 0012.

Fig. 6 Comparison of results between the current study and a previous

study by Broeren et al. [10].
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separation bubble and thus the lowest Cl;max. The reattachment
location for the 2-D smooth simulation with a tall upper horn was
only slightly farther downstream than that of the casting, which
explains whyCl;max of these two simulations was so close. The effect
of the ice simulations on Cm at �� 4:1 deg was to prolong the
suction at the leading edge on the upper surface of the airfoil. This
caused an increase in Cm relative to the clean case, with larger
separation bubbles causing larger increases.

The effects on lift and pitching moment due to modifying the
lower-horn height were small compared to those encountered when
modifying the upper horn geometry. However, Cd was notably
affected at low angles of attack, with changes being on the order of
those incurred by variations in the upper horn geometry.More details
regarding the aerodynamic penalties due to modifications of the
lower horn geometry can be found in Busch [14] and Blumenthal
et al. [25].

This study demonstrated that a decrease in horn height of 11%
could increase Cl;max by 7% and a sharp tip radius instead of a more
rounded radius could decrease Cl;max by 8%. These differences in
horn geometry are on the order of those due to spanwise variation and
the differences in Cl;max are on the order of those seen in previous
studies between castings and their corresponding 2-D smooth
simulations. It is likely that the inconsistencies in previous studies
resulted from the use of 2-D simulations which did not accurately
represent the mean effective horn geometry of the casting. These
results suggest that tracings of an ice shape must be made carefully.
The location of the tracing must be chosen at a cross section that is
representative of the geometry of the entire ice accretion. If a tracing
of the accretion is made at a particularly high or sharp section of the
horn, the 2-D smooth simulation will likely have a lower Cl;max and
higherCd than the corresponding casting. Focus should be placed on
selecting the most characteristic location for the upper-horn tracing
as variations in lower-horn height had amuch smaller effect onCl;max

than did variations in upper-horn height. If possible, several tracings
should be averaged together to form a single tracing that is more
representative of the ice accretion. These results were taken into
consideration when constructing simulations for testing on the
NACA 23012 airfoil; this testing is described below.

Effects of Simulation Fidelity

Recall that three categories of simulations were constructed for a
NACA 23012 to investigate the effects of geometric simulation
fidelity on airfoil aerodynamics: a casting, two 2-D simulations, and
three 3-D simple geometric simulations (Fig. 3). One of the 2-D

simulations was a simple geometric simulation and the other was a 2-
D smooth simulation. Two of the 3-D simple geometric simulations
had periodic binary spanwise variation of the upper- and lower-horn
height (with periods of 0.8 and 1.6 in.) and the third had nonperiodic
spanwise variation of the height and angle of both horns at 0.1-in.
increments.

The effects of the casting on Cl, Cm, and Cd of the NACA 23012
are shown in Fig. 8. The clean airfoil had a Cl;max of 1.48 at
�� 14:4 deg. and a Cd;min of 0.0070 at �� 0:0 deg. The addition
of the casting caused a 55% reduction in Cl;max and a 400% increase
inCd;min. It also caused the airfoil to change from a leading-edge stall
at �� 14:4 deg. to a thin-airfoil stall at �� 7:2 deg.

The 2-D smooth simulation had a Cl;max identical to that of the
casting at the same stall angle of attack (Cl;max � 0:66,
�stall � 7:2 deg) and the simple geometric simulation had a 2%
lower Cl;max of 0.65 (Fig. 8a). The stall type for each of the 2-D
simulations was thin-airfoil stall and was very similar to that of the
casting. The overall agreement in Cm was good, although both
simulations had a slightly higher Cm than the casting at all positive
angles of attack well below stall. At �� 5 deg, the 2-D simulations
had values ofCm within 5%of the casting. Beyond�� 5 deg, the 2-
D simulations both underestimated Cm.

A comparison of the Cd curves of the casting and the 2-D
simulations is shown in Fig. 8b. At low angles of attack,Cd of both of
the 2-D simulations was below that of the casting, although Cd;min

occurred at �� 1:1 deg for each of the simulations. As � increased,
Cd of the 2-D simulations increased more rapidly than Cd of the
casting, causing them to overestimate Cd at higher angles. The Cd
values shown in Fig. 8b were obtained at a spanwise station located
3.63 in. above the pressure tap row. However, Cd was found to vary
when measurements were taken across the span of the model. At
�� 0:0 deg (from 0.5 in. below the pressure tap row to 4.5 in. above
the pressure tap row),Cd of the casting varied from 0.0303 to 0.0394,
and Cd of the 2-D smooth simulation varied from 0.0305 to 0.0347.
Thus, at this �,Cd of the 2-D smooth simulation fell within the range

Fig. 7 Pressure distributions for various upper-horn geometries on the

NACA 0012 at �� 4:1 deg.

Fig. 8 Comparison of a)Cl ,Cm, and b)Cd between the casting and each

2-D simulation on the NACA 23012.
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of Cd of the casting due to spanwise variation (see Busch et al. [28]
for more details). As � increased, the spanwise variation in Cd
decreased. At �� 5 deg, Cd of the casting varied from 0.0590 to
0.0623 and Cd of the 2-D smooth simulation varied from 0.0627 to
0.0644. The rms difference in Cd over several angles of attack is a
useful metric for comparing the drag polar of a simulation to that of a
casting. In this study, the rms difference inCd was calculated over the
linear � range, from �4 to 6 deg, because a goal of the study was to
quantify the aerodynamic accuracy of a simulation over a wide range
of �. The rms difference in Cd between the casting and the simple
geometric simulation was 0.0062, and it was 0.0054 between the
casting and the 2-D smooth simulation (from ���4 to 6 deg).

To determine if the higherCd of the casting from ���2 to 2 deg
may have been due to the rough surface of the casting, two different
sizes of roughness (k=c� 0:0009 and k=c� 0:0033) were added to
each of the 2-D simulations. The effects of this roughness on Cd are
shown in Fig. 9. On the simple geometric simulation, the k=c�
0:0009 roughness made a noticeable difference in Cd only at angles
of attack near �� 0 deg, whereas the larger roughness size caused
the entire Cd curve to shift upward. On the 2-D smooth simulation,
both roughness sizes caused increases inCd at all angles of attack. In
general, added roughness shifted the Cd curve upward, increasing
Cd;min and causing both the simple geometric and the 2-D smooth
simulationCd tomore closelymatch the castingCd at lower angles of
attack. The roughness also caused a much larger Cd at higher angles
of attack, suggesting that the added upper-surface roughness did not

have the desired effect on the upper-surface flowfield and in most
cases, the rms difference in Cd between the casting and the
simulation from ���4 to 6 deg increased when roughness was
added. The only exception was when k=c� 0:0009 roughness was
added to the simple geometric simulation and the rms difference in
Cd decreased to 0.0052, slightly better than for either simulation
without roughness. However, the roughness present on the casting
wasmuch larger than the k=c� 0:0009 roughness, illustrating that it
would be very difficult to determine the roughness size that would
most accurately simulate the accretion aerodynamics without
advance knowledge of these aerodynamics.

Roughness also had an effect on Cl, as shown in Fig. 10. The
k=c� 0:0009 roughness affected Cl;max of the 2-D smooth
simulation, decreasing it by 3%, but had no effect on the simple
geometric simulation. The larger roughness size caused penalties to
Cl;max of 8 and 7% for the simple geometric and 2-D smooth
simulations, respectively. Both roughness sizes caused Cm to break
approximately 1 deg earlier. Papadakis et al. [29] also investigated
the effects of surface roughness on a horn-ice accretion. In that study,
horn-ice shapes were generated by the NASA Glenn LEWICE 2.0
ice accretion code [30] for a swept wing using aGLC-305 airfoil, and
the aerodynamic penalties both with and without the addition of
k=c� 0:0011 roughness were measured. As in the present study, it
was found that the addition of roughness tended to increase the
aerodynamic penalties associated with the ice accretion simulations.

Fig. 9 Effect of surface roughness on Cd of the a) simple geometric and

b) 2-D smooth horn-ice simulations on the NACA 23012. Fig. 10 Effect of surface roughness on Cl and Cm of the a) simple

geometric and b) 2-D smooth horn-ice simulations on the NACA 23012.
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In another study by Papadakis et al. [31], k=c� 0:0012 roughness
was added to LEWICE shapes generated for a 24-in. chord 2-D
airfoilmodel.Again, the addition of roughnesswas found to decrease
Cl;max and increase Cd.

Because theCl;max of these simulations agreed fairly well with the
casting before roughness was added, roughness served only to
decrease the agreement. Therefore, roughness, while noticeably
affecting Cd, did not seem to significantly increase simulation
accuracy in a predictable fashion when added in a uniform manner.
One way to more accurately predictCd might be to strategically size
and position the roughness around the ice simulation to better tailor
the drag performance versus angle of attack. For example, adding
only lower surface roughness would likely increaseCd at low angles
of attack, thereby improving the ability of the simulation to model
Cd, but would have a minimal effect on Cl;max. Unfortunately, this
approach would be difficult without a priori knowledge of the true
iced-airfoil aerodynamics.

The aerodynamic penalties due to each of the 3-D simple
geometric simulations are compared with those of the casting in
Fig. 11. The 0.8-in. period simulation underestimated Cl;max by 4%.

The 1.6-in. period simulation had an even lower Cl;max (7% lower
than the casting) but stalled 1 deg later than any of the other
simulations. Because these two simulations had the same average
horn height (which was also identical to that of the 2-D simple
geometric simulation), it is evident that the period of the simulation
had an effect on Cl;max. The nonperiodic simulation had the same
Cl;max as the casting.More so than for the 2-D simulations, every 3-D
simulation overestimatedCm at positive angles of attack before stall.

The ability of each of the 3-D simple geometric simulations to
model Cd of the casting is shown in Fig. 11b. The Cd curves of the
two periodic simulations were very similar to each other, but are
shifted by about 2 deg compared to theCd curve of the casting. Each
of these simulations also had aCd;min approximately 10% lower than
that of the casting. In general, the periodic simulations modeled Cd
less accurately than did the 2-D simulations. The nonperiodic
simulation, on the other hand, accurately simulatedCd at all angles of
attack (Fig. 11b). The rms difference in Cd between the casting and
the nonperiodic simulation was only 0.0021 from ���4 to 6 deg.
This improvement may have been caused by the irregularities of the
simulation due to the frequent change in cross-section geometry (in
contrast to adding roughness or regular spanwise variation). This
may provide a key to improving the modeling of Cd in the future.

Surface roughness was added to each of the 3-D simple geometric
simulations in an attempt to improve their ability to estimateCd. The
0.8 and 1.6-in. period simulationswith added roughnesswere similar
to each other in their ability to model the drag performance of the
casting. The additional roughness had effects similar to those seen
with the simple geometric shapes in Figs. 9a and 10a, in general
causing a decrease in Cl;max and an increase in Cd. The same trends
followed when roughness was added to the nonperiodic simple
geometric simulation. Overall, roughness did not improve the
modeling of either of these parameters. Additional details can be
found in Busch [14].

The aerodynamic effects of each simulation are summarized in
Table 4. The farthest left column shows the simulation type and the
second column shows the difference inCl;max between the simulation
and the casting (with zero being perfect agreement). The third
column shows the difference in �stall between the simulation and the
casting, and the last column shows the rms difference inCd between
the simulation and the casting over the range ���4 to 6 deg.
Clearly, the nonperiodic simple geometric simulation most
accurately modeled both Cl;max and Cd. Unfortunately, detailed
measurements of the ice accretion horn height and angle must be
made to fabricate this type of simulation, and accurately making
these measurements poses additional challenges. A 2-D smooth
simulation is much easier to construct and also had a Cl;max value
similar to the casting. The addition of roughness to this type of
simulation must be carefully considered, as it is difficult to gauge the
appropriate roughness size to predictably improve simulation
fidelity.

In addition to the performance data described above, flow
visualization images were acquired for each type of ice simulation
and are presented in Figs. 12–15 for�� 5 deg. In the images,flow is
from left to right, and the ice simulation is visible on the left. The
horizontal scales at the top and bottom of the image correspond to the
chordwise station in percent chord, while the vertical scale on the
right measures the spanwise station in inches. The pressure tap row is
located at the 0.0-in. spanwise station. As explained earlier, the
severe adverse pressure gradient generated by the horn caused a

Fig. 11 Comparison of a) Cl , Cm, and b) Cd between the casting and

each 3-D simple geometric simulation on the NACA 23012.

Table 4 Aerodynamic accuracy of various NACA 23012 horn-ice simulations

Simulation Simulation
Cl;max � casting Cl;max

Simulation
�stall � casting �stall, deg

RMS �Cd between simulation
and casting ���4 to 6 deg

SG, nonperiodic 0.000 0.0 0.0021
2-D smooth 0.001 0.0 0.0054
SG �0:013 0.0 0.0062
2-D smooth� k=c� 0:0009 roughness �0:017 0.0 0.0079
SG� k=c� 0:0009 roughness �0:020 0.0 0.0052
SG, 0.8-in. period �0:026 0.0 0.0102
SG, 1.6-in. period �0:051 0.9 0.0070
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separation bubble to form. The mean reattachment location of this
separation bubble is evident in the flow visualization images and has
been highlighted in each case. For the casting (Fig. 12), the
reattachment location of the separation bubble ranges from x=c�
0:21 near the top and center of the model to x=c� 0:30 near the
bottom of the model. Inside of the separation bubble is a region of
reverse surfaceflow, indicated by the oil streaksflowing from right to
left. The flowfield behind the casting is highly three dimensional,
consisting of several spanwise cell structures similar to those seen in
the studies of Gurbacki and Bragg [6] and Blumenthal [17]. Jacobs
[32,33] performed extensive particle-image velocimetry (PIV)
measurements of the flowfield behind both 2-D and 3-D horn-ice
simulations on a NACA 0012 airfoil and characterized the structure
of the streamwise vortices generated by the horn. In his study, the
concentration of vortices was approximately uniform across the
model span on the 2-D simulation. On the 3-D simulation, however,
the vortex concentration was higher at certain locations along the
span, resulting in increased shear stress at the airfoil surface and the
cell structures seen in the flow visualization images.

The flow visualization image of the 2-D smooth simulation is
shown in Fig. 13. The separation bubble reattachment zone ranged
from approximately x=c� 0:28 to x=c� 0:34 at �� 5 deg, and so
was only slightly larger than the separation bubble of the casting.
Unlike in the case of the casting, no three-dimensional cell structures
were observed in the oil flow behind the horn. Flow visualization of
the 2-D smooth simulation with k=c� 0:0033 roughness revealed a

substantially longer separation bubble than was present for the 2-D
smooth simulationwithout additional roughness, with the bubble not
reattaching until approximately x=c� 0:45 to 0.52. This is
consistent with the observed effects onCl andCd. Also, the flowfield
had little spanwise variation. This contrasts with the study of Jacobs
and Bragg [13], in which the addition of roughness caused cell
structures to form similar to those seen in the flowfield of the casting.

Flowvisualization images for the nonperiodic simulation (Fig. 14)
reveal three-dimensional cell structures nearly identical to those seen
with the casting. Both the size and spacing of the cells are similar and
they are located at approximately the same spanwise stations.
Reattachment occurred at nearly the same chordwise station and the
mean reattachment line varied in the same manner for both the
casting and the nonperiodic simulation. The 1.6-in. period simulation
also demonstrated the cell structures (Fig. 15), but the cells did not
accurately replicate those of the casting and did not cause spanwise
variation in the separation bubble reattachment location. The spacing
was dictated by the period of the simulation and the spanwise
location of the cells corresponded to areas of lowhorn height. Neither
of the periodic simulations nor the 2-D smooth simulations (with or
without roughness) had as much spanwise variation in the
reattachment zone location as did the casting and the nonperiodic
simulation, suggesting that nonperiodic variation of the horn
geometry is necessary to accurately model this feature of the
flowfield behind the horn.

Fig. 12 Fluorescent oil-flow visualization of the casting on the
NACA 23012 at �� 5 deg. Flow is from left to right. The mean

separation bubble reattachment line has been highlighted.

Fig. 13 Fluorescent oil-flow visualization image of the 2-D smooth

horn-ice simulation on the NACA 23012 at �� 5 deg. The mean
separation bubble reattachment line has been highlighted.

Fig. 14 Fluorescent oil-flow visualization image of the nonperiodic

simulation on the NACA 23012 at �� 5 deg. The mean separation

bubble reattachment line has been highlighted.

Fig. 15 Fluorescent oil-flow visualization image of the 1.6-in. period

simulation on the NACA 23012 at �� 5 deg. The mean separation

bubble reattachment line has been highlighted.
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Conclusions

The results of the horn-geometry sensitivity study on the
NACA0012 ice simulations demonstrate the high sensitivity in iced-
airfoil performance to small changes in horn geometry and the need
to carefully choose an appropriate ice simulation. For cases when an
ice tracing is used, care must be taken to select a spanwise location
that is representative of the entire ice accretion. In particular, special
attention should be paid to the upper horn because small variations
will cause considerable changes in Cl;max and Cd. The lower horn is
less critical, as small variationsmake a difference only inCd and only
at low angles of attack.

Using these results, 2-D smooth and simple geometric simulations
were constructed from a representative tracing of a NACA 23012
horn-ice accretion. The 2-D smooth and the nonperiodic simple
geometric simulations modeled Cl;max to within 1% of the casting
Cl;max and the 2-D simple geometric simulation modeled Cl;max to
within 2%. Significant spanwise variation was observed in the
flowfield behind the casting. This variation was not present in the
flowfield of either of the 2-D simulations, but was present in the
flowfield of the 3-D simple geometric simulations. The nonperiodic
simulation almost exactly reproduced the flowfield of the casting.
This simulation most accurately modeled Cd over a wide range of
angles of attack. At low angles of attack, Cd of the 2-D smooth
simulation was within the range of the casting Cd due to spanwise
variation. At high angles of attack, the 2-D smooth simulationCd was
only slightly higher than the casting Cd. Roughness may be able to
improve the estimate of Cd, but, at this time, the appropriate
roughness size cannot be easily determined without advance
knowledge of the accretion aerodynamics. Construction of a simple
geometric simulation with nonperiodic spanwise variation is
challenging, as the accretion horn height and anglemust bemeasured
at many locations along the span. This process was simplified in this
study because a casting of the accretion was available. It would be
substantially more difficult to make these measurements on an actual
ice accretion. The improvement in aerodynamic accuracy of the
nonperiodic simulation may not be sufficient to outweigh the
fabrication effort. Instead, a 2-D smooth simulation is recommended
for most simulation needs. This type of simulation is relatively
simple to construct and will model Cl, Cm, and Cd reasonably well
provided that the upper horn geometry is accurately captured. Further
research is recommended to better understand the variation in Cd
along the model span so that future simulations may model Cd more
accurately.
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